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Abstract. The maximum a posteriori (MAP) estimation problem in
graphical models is a problem common in many applications such as
computer vision and bioinformatics. For example, they are used to iden-
tify the most likely orientation of proteins in protein design problems. As
such, researchers in the machine learning community have developed a
variety of approximate algorithms to solve them. On the other hand, dis-
tributed constraint optimization problems (DCOPs) are well-suited for
modeling many multi-agent coordination problems such as the coordina-
tion of sensors in a network and the coordination of power plants. In this
paper, we show that MAP estimation problems and DCOPs bear strong
similarities and, as such, some approximate MAP algorithms such as it-
erative message passing algorithms can be easily tailored to solve DCOPs
as well.
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1 Introduction

Markov random fields (MRFs) [32] is a graphical model, where nodes in a graph
correspond to random variables and edges in a graph correspond to potential
functions between pairs of random variables. A common problem in MRFs is
to compute the maximum a posteriori (MAP) assignment, which is the most
probable assignment to all the random variables of the underlying graph. The
MAP estimation problem is a problem common in many applications such as
computer vision, bioinformatics and information theory. For example, they are
used to identify the most likely orientation of proteins in protein design prob-
lems [35; 25]. As such, researchers, who are typically from the machine learning
community, have developed a variety of approximate inference algorithms [32; 24]
to solve them.

Distributed constraint optimization problem (DCOP) [15; 18; 38] is also a
graphical model; nodes in a graph correspond to agents, where each agent can
take on a value, and edges in a graph correspond to constraint functions between
pairs of agents, where each constraint function is a function of the values of a
pair of agents. The agents in a DCOP coordinate with each other via messages
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to optimize all their constraint functions. DCOPs have emerged as a popular
model for representing multi-agent coordination problems where the primary
interactions are between subsets of agents. Examples of such problems include
the scheduling of meetings [13], the coordination of sensors in networks [3], the
management of power plants [11] and the generation of coalition structures [27].
As such, researchers, who are typically from the multi-agent systems commu-
nity, have developed a variety of optimal DCOP algorithms [14; 15; 18] and
approximate DCOP algorithms [4; 6; 16] to solve them.

Since both MAP estimation problems and DCOPs are graphical models,
they share many similarities. The main difference is MAP estimation problems
are centralized problems while DCOPs are decentralized problems. However,
many (centralized) algorithms used to solve MAP estimation problems can be
executed in a decentralized fashion and they can thus be tailored to solve DCOPs.
For example, the max-sum algorithm [3] and algorithms using the Divide-and-
Coordinate approach [28] that are used to solve DCOPs are motivated by MAP
estimation algorithms [17; 10]. In this paper, we aim to highlight the similarities
between the MAP estimation problem and DCOPs more explicitly, and show
how a class of approximate MAP algorithms, namely iterative message passing
algorithms, can be tailored to solve DCOPs. To the best of our knowledge,
the connection between MAP estimation problems and DCOPs have not been
explicitly made. Thus, it is our hope that this work will better bridge the two
research communities, namely machine learning and multi-agent systems, and
will help cross-fertilize them.

This paper is organized as follows. In Section 2, we describe MAP estimation
problems, DCOPs and their similarities. In Sections 3 and 4, we give a brief
overview of several iterative message passing algorithms and how they can be
applied to solve DCOPs, and in Section 5, we describe their properties and space
complexities. Lastly, we present our experimental results and conclusions.

2 Graphical Models

Probabilistic graphical models provide an effective framework for compactly rep-
resenting probability distributions over high dimensional spaces and performing
complex inference using simple local update procedures. In this work, we relate
two optimization problems represented as graphical models: the maximum a pos-
teriori (MAP) estimation in Markov random fields (MRFs) [32] and distributed
constraint optimization problems (DCOPs) [15; 18; 38]. MAP estimation is cru-
cial for many practical applications in computer vision and bioinformatics such
as protein design [35; 25]. Computing the MAP exactly is NP-hard for general
graphs [2]. Thus, approximate inference algorithms are often used [32; 24]. In
this section, we will provide an overview of MAP estimation in MRFs and how
they relate to DCOPs
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2.1 MRFs and MAP Estimation Problems

A pairwise Markov random field (MRF) can be visualized by an undirected graph
G = (V,E). It is formally defined by

– A set of random variables X = {xi | ∀i ∈ V }, where each random variable
has a finite domain of possible values that it can be assigned. Each random
variable xi is associated with node i ∈ V .

– A set of potential functions θ = {θij(xi, xj) | ∀(i, j) ∈ E}. Each potential
function θij(xi, xj) is associated with edge (i, j) ∈ E.

The complete assignment x to all the random variables has the probability:

p(x;θ) ∝ exp
( ∑

ij∈E

θij(xi, xj)
)

(1)

The objective of a maximum a posteriori (MAP) problem is to find the most
probable assignment to all the variables under p(x;θ). This objective is equiva-
lent to finding a complete assignment x that maximizes the function:

f(x;θ) =
∑
ij∈E

θij(xi, xj) (2)

Additionally, we assume without loss of generality that each θij is non-
negative in this paper. Otherwise, a constant can be added to each θij without
changing the optimal solution.

2.2 DCOPs

Like MRFs, a distributed constraint optimization problem (DCOP) with binary
constraints can also be visualized by an undirected graph G = (V,E), commonly
called a constraint graph. It is formally defined by

– A set of agents X = {xi | ∀i ∈ V }, where each agent has a finite domain of
possible values that it can take on. Each agent xi is associated with node
i ∈ V .

– A set of constraint functions θ = {θij(xi, xj) | ∀(i, j) ∈ E}. Each constraint
θij(xi, xj) is associated with edge (i, j) ∈ E.1

Therefore, agents and constraint functions in a DCOP correspond to random
variables and potential functions in an MRF, respectively. Similar to the MAP
estimation problem, the objective in a DCOP is to find the complete assignment
1 Although the typical notation of a constraint function is Fij or cij in the DCOP

literature, we use the notation in the machine learning literature to better illustrate
the mapping between MAP estimation problems and DCOPs.
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x that maximizes the function f(x;θ) in Equation (2). The main difference
between MAP estimation problems and DCOPs is that the former are central-
ized problems while the latter are decentralized problems. In MAP estimation
problems, a single agent has complete knowledge of all potential functions and
controls the value assignments of all random variables, while in DCOPs, each
agent has knowledge of the constraint functions that it is involved in only and
chooses its own value only. Nonetheless, many (centralized) MAP estimation al-
gorithms can be executed in a decentralized fashion and can thus can be tailored
to solve DCOPs.

3 Variational MAP Formulations and Algorithms

In this section, we provide an overview of two common variational formulation
of the MAP estimation problem: linear programming (LP) and quadratic pro-
gramming (QP) formulations. Most of the existing algorithms in the machine
learning literature can be classified as solving either one of these two formu-
lations. We then describe two such algorithms, namely the max-product linear
programming (MPLP) algorithm of [5], which operates on the LP formulation,
and the expectation-maximization (EM) algorithm of [12], which operates on
the QP formulation.

3.1 Linear Programming Formulation

We now describe the first common variational formulation of the MAP estimation
problem: a linear programming (LP) formulation. We first briefly describe the
concept of marginal polytope that is often associated with the MAP estimation
problem. The reader is referred to [32] for more details.

Let µ denote a vector of marginal probabilities (also called mean parameters)
for each node and edge of the MRF. That is, it includes µi(xi) ∀i ∈ V and
µij(xi, xj) ∀(i, j) ∈ E. The set of µ that arises from some joint distribution p
over all the variables of the MRF is referred to as the marginal polytopeM(G):

M(G) = {µ | ∃p(x) s.t. p(xi, xj) = µij(xi, xj), p(xi) = µi(xi)} (3)

The MAP estimation problem is then equivalent to solving the following LP:

max
x

f(x;θ) = max
µ∈M(G)

µ · θ = max
µ∈M(G)

∑
ij∈E

∑
xixj

µij(xi, xj)θij(xi, xj) (4)

Notice that p is a joint distribution over all the variables of the MRF –
p(x1, . . . , xn) – and is, in general, very hard to represent and reason with. It can
be shown that there always exists a maximizing solution µ for the above problem
that is integral and gives the optimal assignment x. Unfortunately, the number
of constraints used to describe this polytope are exponential and, thus, it can
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not be solved efficiently. To remedy this problem, researchers have proposed LP
relaxations that outer bound the polytopeM(G). That is, the relaxed polytope
ML(G) is a super set of M(G) and may include certain fractional assignment
to the random variables. This relaxation weakens the global constraint that µ
arises from some common distribution p. Instead, only pairwise (corresponding
to the edges) and singleton consistency is required for mean parameters as given
by the following condition:

∑
xi

µi(xi) = 1 ∀i ∈ V (5)∑
x̂i

µij(x̂i, xj) = µj(xj) ∀xj , (i, j) ∈ E (6)

∑
x̂j

µij(xi, x̂j) = µi(xi) ∀xi, (i, j) ∈ E (7)

The constraints
∑

x̂i
µij(x̂i, xj) = µj(xj) and

∑
x̂j

µij(xi, x̂j) = µi(xi) ensure
that, for each edge (i, j) ∈ E, the probability distribution µij of the edge is
consistent with the probability distributions µj of node j ∈ V and µi of node
i ∈ V , respectively. It might appear we can easily solve the LP of Eq. (4) sub-
ject to the above constraints, which are polynomial in the number of edges and
domain size. However, even for moderately sized graphs, this LP becomes quite
large with many constraints and the black-box LP solvers such as CPLEX do
not scale well [35]. Therefore such LP is solved using specialized message-passing
algorithms that take into account the graph structure of this LP [21; 25; 23].
There are several other algorithms which either work on this LP formulation
or its dual such as the tree-reweighted max-product (TRMP) algorithm [30],
convergent tree-reweighted algorithm (TRW-S) [9], the max-sum diffusion algo-
rithm (MSD) [33; 34] and Lagrangian relaxation based approaches [7] among
others.

3.2 Quadratic Programming Formulation

We now describe the second variational formulation of the MAP estimation
problem: a quadratic programming (QP) formulation. The reader is referred
to [22] for more details. Instead of Equation (4), the MAP estimation problem
can also be formulated as a QP:

max
µ1,...,µn

∑
ij∈E

∑
xi,xj

µi(xi)µj(xj)θij(xi, xj) (8)

subject to
∑
xi

µi(xi) = 1, µi(xi) ≥ 0 ∀i ∈ V

The above QP is compact even for large graphical models and has simple linear
constraints – O(|V |k) variables, where k is the maximum domain size, and |V |
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Algorithm 1: Max-Product Linear Programming (MPLP) Algorithm

input: Graph G = (V, E) and potential functions θ
output: Return complete assignment x s.t. xi = argmaxx̂i

bi(x̂i)

repeat
foreach node i ∈ V do

Send message γi→j to each neighbor j ∈ Ne(i):

γi→j(xj)← maxxi

h
θij(xi, xj)− γj→i(xi) + 2

|Ne(i)|+1

P
k∈Ne(i) γk→i(xi)

i
Set node belief bi(xi) to the sum of incoming messages:
bi(xi)←

P
k∈Ne(i) γk→i(xi)

until desired number of iterations

Algorithm 2: Expectation Maximization (EM) Algorithm

input: Graph G = (V, E) and potential functions θ
output: Return complete assignment x s.t. xi = argmaxx̂i

µi(x̂i)

repeat
foreach node i ∈ V do

Send message δi→j to each neighbor j ∈ Ne(i):
δi→j(xj)←

P
xi

µi(xi) θij(xi, xj)
Set new marginal probability to sum of incoming messages:

µi(xi)← µi(xi)
P

k∈Ne(i) δk→i(xi)

Ci

until desired number of iterations

normalization constraints. Ravikumar and Lafferty also show that this formula-
tion is exact [22]. That is, the global optimum of the above QP will maximize
the function f(x;θ) and an integral MAP assignment can be extracted from it.
However, this formulation is non-convex and thus makes the global optimization
hard. Nonetheless, the local optima of this QP correspond to good solutions for
most problems empirically [12].

Next we describe two algorithms, the max-product LP (MPLP) [5] and the
expectation-maximzation (EM) [12] which work on these two formulations. Both
of these algorithms are based on iterative message-passing among neighboring
agents and can be easily adapted for DCOPs.

3.3 MPLP and EM

Algorithms 1 and 2 show the pseudocode of the MPLP and EM algorithm,
respectively. The MPLP algorithm operates on the dual of the LP formulation
described in Section 3.1 and the EM algorithm operates on the QP formulation
described in Section 3.2. In each iteration, every node i sends a message to each
of its neighbor j ∈ Ne(i). The messages in MPLP are denoted by γi→j and
the messages in EM are denoted by δi→j . The marginal probability µi(xi) in
Algorithm 2 is the same as in the QP and the variable Ci is the normalization
constant such that the resulting marginal probabilities sum up to one. Once the
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Algorithm 3: Max-Sum (MS) Algorithm

input: Graph G = (V, E) and potential functions θ
output: Return complete assignment x s.t. xi = argmaxx̂i

bi(x̂i)

repeat
foreach node i ∈ V do

Send message mi→j to each neighbor j ∈ Ne(i):
mi→j(xj)← maxxi

ˆ
θij(xi, xj) +

P
k∈Ne(i)\j mk→i(xi)

˜
Set node belief bi(xi) to the sum of incoming messages:
bi(xi)←

P
k∈Ne(i) mk→i(xi)

until desired number of iterations

algorithm is run for a desired number of iterations, the complete assignment
x can be extracted using the individual maximizer of the beliefs bi for MPLP
and marginal probabilities µi for EM of each node i. Alternatively, one can also
run a better scheme to extract the solution of EM by running an additional
iteration of message passing among neighbors [22]. It is quite clear that these
algorithms can be easily adapted to solve DCOPs by letting each agent control
its corresponding random variable and manage the messages that it sends and
receives. Furthermore, the messages are computed based only on the shared
information among immediate neighbors in the graph. Therefore, this property
follows the DCOP specification that each agent knows only about the constraint
functions with its immediate neighbors.

4 Reparameterization View of the MAP Problem

Since the max-sum (MS) algorithm [17] has been very successful in several con-
texts such as information theory [1; 31] and DCOPs [3], we provide an overview
of some of the recently developed theoretical results behind it. Unlike the MPLP
and EM algorithms, max-sum reparameterizes the original probability distribu-
tion of Equation (1) in terms of max-marginals for acyclic graphs and pseudo-
max-marginals for cyclic graphs before estimating the MAP from these (pseudo)-
max-marginals.

Algorithm 3 shows the pseudocode of the MS algorithm. Like the MPLP
and EM algorithms, in each iteration, every node i sends a message mi→j to
each of its neighbor j ∈ Ne(i). Once the algorithm is run for a desired number
of iterations, the complete assignment x can be extracted using the individual
maximizer of the beliefs bi of each node i. Similar to the MPLP and EM algo-
rithms, it is quite clear that this algorithm can also be easily adapted to solve
DCOPs in the same way, as is already demonstrated [3].

We now briefly describe a reparameterization of the MAP estimation prob-
lem. The reader is referred to [31] for more details. Instead of max-sum, we
discuss the max-product algorithm – max-sum messages can be considered as
the log of messages in max-product which changes products to sums – which
is more commonly described in the literature [31]. The max-product algorithm
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maximizes the objective function of Equation (1) instead of the one of Equa-
tion (2). For comparison, their equivalent messages are:

msum
i→j (xj)← max

xi

(
θij(xi, xj) +

∑
k∈Ne(i)\j

mk→j(xi)
)

(9)

mprod
i→j (xj)← max

xi

(
exp

(
θij(xi, xj)

) ∏
k∈Ne(i)\j

mk→j(xi)
)

(10)

where the former are the messages of max-sum and the latter are the messages
of max-product. Assume that the algorithm converges and m? are the messages
upon convergence. We then define functions T ?

i for each node i and T ?
ij for each

edge (i, j) as:

T ?
i (xi) =

∏
j∈Ne(i)

m?
j→i(xi) (11)

T ?
ij(xi, xj) = exp(θij(xi, xj))

∏
k∈Ne(i)\j

m?
k→i(xi)

∏
l∈Ne(j)\i

m?
l→j(xj) (12)

These functions T? define an alternative parameterization of the distribution
p(x; θ) of Equation (1) as follows for both cyclic and acyclic graphs:

p(x;T?) ∝
∏
i∈V

T ?
i (xi)

∏
(i,j)∈E

T ?
ij(xi, xj)

T ?
i (xi)T ?

j (xj)
(13)

The following two properties hold for functions T?:

– If the graph is acyclic, then the functions Ti and Tij are equivalent to the
max-marginals Pi and Pij , which are defined as follows:

Pi(xi) = κ max
{x′|x′i=xi}

p(x′; θ) (14)

Pij(xi, xj) = κ max
{x′|(x′i,x′j)=(xi,xj)}

p(x′; θ) (15)

where κ is a constant that can be different for each node i and edge (i, j).
Intuitively, Pi(xi) is the probability of a most likely assignment x′ with x′i
fixed to xi in x and Pij(xi, xj) is the probability of a most likely assignment
with x′i and x′j fixed to xi and xj in x respectively. Such reparameterization
is helpful as the complete MAP assignment x? can then be extracted easily
using one iteration of message-passing based on these max-marginals [31].

– If the graph is cyclic, then the functions T? do not represent the true max-
marginals. However, they satisfy certain local consistency requirements, and
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they are commonly referred to as the pseudo-max-marginals. The approx-
imate MAP assignment for such graphs can then be extracted from such
pseudo-max-marginals and, as empirically demonstrated [1; 31], is quite
close to the optimal MAP assignment.

Wainwright and Jordan also show that any positive distribution p(x) de-
fined on a pairwise graph can be reparameterized in terms of pseudo-max-
marginals [31]. Therefore, the fixed point of max-product updates exists for
any arbitrary graph. Previously, this result was known only for acyclic graphs or
graphs with only a certain number of cycles. This fundamental insight about the
fixed point of max-product has resulted in the development of several successful
and convergent message passing algorithms such as tree-reweighted max-product
(TRMP) [30] and its variants [9].

5 Properties and Complexities of the Message Passing
Algorithms

In this section, we discuss some of the desirable properties of approximate DCOP
algorithms and specify whether the abovementioned algorithms have these prop-
erties.

5.1 Properties

– Convergence: An algorithm is said to have this property if it is guaranteed
to converge to a fixed point after a finite number of iterations. For message
passing algorithms, the fixed point is the point where the content of every
message no longer changes. This property can be used as a basis to guarantee
termination. The MPLP and EM algorithms have this property. The MS
algorithm does not have this property unless it is operating on a acyclic
graph. Most existing approximate DCOP algorithms like the k-, t- and C-
optimal algorithms and those based on the Anytime Local Search framework
have this property [16; 8; 29; 39].

– Anytime: An algorithm is said to have this property if it finds solutions
whose qualities are monotonically non-decreasing. The EM algorithm has
this property. Both the MPLP and MS algorithms do not have this property.
Most existing approximate DCOP algorithms like the k-, t- and C-optimal
algorithms and those based on the Anytime Local Search framework have
this property [16; 8; 29; 39].

– Error Bounded: An algorithm is said to have this property if it has an
error bound on the solution quality. The MPLP algorithm has this property.
The upper bound UB can be calculated by using the γ messages as follows:

UB =
∑
i∈V

max
xi

∑
k∈Ne(i)

γk→i(xi) (16)
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Instance Time (sec.) Cycles Solution Quality Error Bound

MPLP BnB-Adopt MPLP BnB-Adopt MPLP BnB-Adopt MPLP

1 0.181 496.75 403 55940 2402 2402 0.83
2 0.183 584.59 308 65646 3631 3631 0.20
3 0.807 470.75 466 52947 2718 2718 0.30
4 0.236 502.00 467 56613 2615 2615 0.47
5 0.160 484.32 382 54523 2758 2758 0.75

Table 1. Results for 4× 4 grids

Furthermore, this upper bound is also monotonically non-increasing. The
EM and MS algorithms do not have this property. Most existing approxi-
mate DCOP algorithms like the k-, t- and C-optimal algorithms have this
property but, unlike the MPLP upper bounds, their upper bounds are de-
termined a priori before the start of the algorithm [16; 8; 29].

– Dynamic: An algorithm is said to have this property if it is able to solve
dynamic DCOPs, that is, DCOPs that change over time. The MPLP, EM
and MS algorithms have this property. These message passing algorithms
can handle dynamic DCOPs easily since they can compute the content of the
messages and update their marginal probabilities/beliefs in the exact same
way whether a DCOP changes or not. On the contrary, other pseudotree-
based DCOP algorithms like ADOPT and DPOP need to reconstruct their
pseudotrees for the new problem before solving it. However, it is important
to note that there are several extensions of these pseudotree-based algo-
rithms to handle dynamic DCOPs as well [19; 20; 26; 37].

5.2 Complexity Analysis

In this section, we describe the space complexity of the algorithms and their
messages. In each iteration, the MPLP, EM and MS algorithms send |Ne(i)|
number of messages for each node i ∈ V , resulting in a total of 2|E| number of
messages. Each of these messages contain ki or, more generally, O(k) floating
point numbers, where ki is the domain size of the sending agent xi and k is the
maximum domain size. Therefore, the network load in each iteration is O(|E|k).

Each agent in all three algorithms needs to store the contents of the messages
received in the previous iteration, the contents of the messages to be sent out
in the current iteration and the marginal probabilities/beliefs. Therefore, the
memory requirement of each agent is O(2|Ne(i)|k + k) = O(|V |k).

6 Experimental Results

We now report some preliminary experimental results that we have obtained. We
evaluated MPLP in sensor network problems using the PEAV formulation [13;
36]. The targets are arranged in a grid and each target is surrounded by four
sensors, all of which are needed to track the target. We used two problem sizes:
problems with 16 targets arranged in a 4× 4 grid and problems with 25 targets
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Instance Time (sec.) Cycles Solution Quality Error Bound

1 0.502 469 4773 0.06
2 0.685 697 5034 0.16
3 0.807 1087 5025 0.00
4 0.477 491 5279 1.13
5 0.433 447 5078 0.05

Table 2. Results for 5× 5 grids

arranged in a 5×5 grid. The constraint costs are generated randomly. We also ran
BnB-Adopt [36], an optimal DCOP search algorithm, as a baseline comparison.

We conducted our experiments on a machine with 8GB of RAM and 2.66GHz
CPU. We measured the runtimes of the algorithms in the number of seconds and
the number of (synchronous) cycles [15]. Table 1 shows the results for the 4× 4
grids with 16 targets. The table shows that MPLP terminates significantly faster,
in both seconds and cycles, compared to BnB-Adopt and still yields an optimal
solution. The last column indicates the difference between the lower bound on
the cost and the actual cost. Table 2 shows the results of MPLP for the 5 × 5
grids with 25 targets. Again it shows that MPLP finds near optimal solutions
and the error bound is very small. We did not report the results for BnB-Adopt
because the algorithm failed to terminate within a time limit of 2 hours.

The tables show that MPLP can find solutions with very small error bounds
for both problem sizes and finds them by several orders of magnitude faster
than BnB-Adopt. Although these results are preliminary, we believe that they
demonstrate the potential of message passing algorithms to solve DCOPs.

7 Conclusions

Researchers in the machine learning community have long studied the maximum
a posteriori (MAP) estimation problem because of its application in problems
like computer vision and bioinformatics. On the other hand, researchers in the
multi-agents community have studied the distributed constraint optimization
problem (DCOP) because of its application in multi-agent coordination problems
like sensor networks. However, both of these independently formulated problems
bear strong similarities. For example, both problems are graphical models.

In this paper, we formally showed the similarities between these two prob-
lems and described three message passing algorithms, namely max-product lin-
ear programming (MPLP), expectation maximiation (EM) and max-sum (MS),
that were developed to solve the MAP estimation problem. We also showed that
these algorithms can be easily tailored to solve DCOPs as well. We demonstrated
the feasibility of this approach with a preliminary set of experiments, where we
evaluated MPLP on sensor network problems. The results showed that MPLP
can find solutions with very small error bounds and finds them by several or-
ders of magnitude faster than BnB-Adopt, an optimal DCOP search algorithm.
Therefore, we believe that they demonstrate the potential of message passing
algorithms to solve DCOPs.
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